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Summary. 
Tests have been made on the N.P.L. low-density tunnel on two pressure-plotting cones of 15 deg and 

30 deg semi-vertex angle placed at zero incidence to the flow. The stream static pressure was varied between 
20 and 80 microns of mercury, giving Reynolds numbers, based on a model length of 1-25 inches and free- 
stream conditions, of from 81 to 372. The tunnel Mach number varied between 1.92 and 2-24 as the tunnel 
static pressure changed. 

On the forward-facing surfaces the local pressures are higher than those for inviscid flow and it is 
shown that this viscous-interaction effect can be reasonably well predicted by a simple theory using a 
tangent-cone technique. The base pressures on both cones were measured and the results agree well 
with data obtained earlier by Kavenau 18. The flow behind the model was explored in a simple manner 
and is shown to resemble that obtained on blunt-based bodies at higher Reynolds numbers. 

The tips of both models were progressively blunted by means of truncations normal to the cone axes, 
and the changes in the surface pressure distributions were measured. For the cone with a 30 deg semi- 
vertex angle these changes were quite small. 

Some details of the tunnel operating technique and the instrumentation (including the thermistor 
pressure-measuring system) are given in an Appendix. 
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1. Introduction. 
One of the most distinctive features of transition and continuum low-density flows is the presence of 

thick, rapidly-growing laminar boundary layers. At these low Reynolds numbers the streamlines in the 
inviscid flow away from the body surface are significantly distorted by the boundary-layer growth, an 
effect usually referred to as viscous interaction. The increase in surface pressure resulting from the viscous 
interaction is the viscous-induced pressure increment, and the magnitude of this is directly related to the 
boundary-layer growth. 

Viscous-induced pressure changes are perhaps most noticeable when the boundary-layer develops 
along a flat surface; in two-dimensional flow the most obvious example is the flat plate, and in axisym- 
metric flow the cone. The changes are likely to be of greatest significance on slender bodies, where the 
streamline displacement effect caused by the solid boundary may no longer be large compared with that 
due to the boundary layer. 

Some earlier workers were interested in the magnitude of the viscous-interaction effect on slender 
cones because of the possible use of these shapes as static probes in ratified supersonic air flows 1. Later 
problems of viscous-induced pressures on a cone became of interest in itself, particularly after the appear- 
ance of a theoretical paper by Probstein 2 in 1955 dealing with laminar hypersonic flow over an unyawed 
cone. This showed that the induced pressures in this problem could be correlated through a viscous- 

interaction parameter Z, equal to v /C  M 3 /"X, ef~e, where C is the Chapman-R ubesin factor linking viscosity 
and temperature, M and Re are suitably-chosen Mach and Reynolds numbers in the flow. Experimental 
work by Talbot, Koga and Sherman 3 in 1958 demonstrated thai this hypersonic approach was reason- 
ably valid for slender cones at Mach numbers between 3.7 and 5.7, but that use of a tangent-cone and exact 
cone-flow tables to predict the magnitude of the interaction effect was rather better. Somewhat earlier 
lpsen 4- 6 had measured, with a force balance, the overall drag of the forward-facing surfaces of a cone 
of 15 deg senti-vertex angle at Mach numbers near 2 and 4, and showed that the measured force could be 
estimated reliably from a knowledge of the inviscid pressure drag, the pressure-drag increase associated 
with the viscous-induced pressure changes, and the surface-friction drag due to the boundary layer. The 
last component includes the contribution arising from the transverse curvature of the boundary layer as 
it develops along the cone surface (see Ref. 7). 

Up to the present most of the work on low-density cone flows has been undertaken at high supersonic 
speeds using cones with small semi-vertex angles. It was felt therefore that data from cones with a fairly 
large semi-vertex angle and tested at a moderate supersonic Mach number might be of interest, particu- 
larly as the flow could not be regarded as hypersonic. The first experiment in the recently-commissioned 
N.P.L. low-density tunnel was designed with this aim in mind ; at the same time the experiment allowed 
the necessary experimental techniques (pressure plotting, flow visualization and exploration, and tunnel 
operation} to be brought fully into use. 



It was decided to measure the pressures on the surfaces of two cones with semi-vertex angles (0c) of 15 deg 
and 30 deg when placed at zero incidence in a nozzle giving a flow Mach number of about 2. These pressures 
and those at a point on the cone base were measured for stream static pressures between 20 and 80 
microns of mercury +, almost the full operating pressure range of the tunnel. As a subsidiary experiment 
the noses of the two cones were truncated in progressive stages and the surface and base pressures re- 
measured. Some simple pitot traverses were made in the wake of the model in an attempt to understand 
the nature of the wake flow. 

The experiment occupied the tunnel at intervals between May and November, 1963. 

2. Experimental Details. 
2.1. The Tunnel. 

The N.P.L. low-density tunnel, a photograph of which is included as Fig. la, was erected in 1961 and 
began to run in the following year. A considerable time was spent developing the required measuring 
and operating techniques, and in exploring the flow in the two contoured nozzles initially available. These, 
based on the data given in Refs. 8 and 9, were designed for nominal Mach numbers of 2 and 4 and are 
operated at atmospheric stagnation temperature. To obtain higher Mach numbers without liquefaction 
of test-section air an electric heater is available which can raise the stagnation temperature of the air 
upstream of the nozzle to about 830 deg K. This heater was not used in the present tests and the average 
stagnation temperature was close to 283 deg K, the value actually used in calculating the flow Reynolds 
numbers. 

The tunnel flow is obtained by a pumping system using three types of pumps in series. Five oil-diffusion 
pumps* extract the air at low pressure from the large test chamber surrounding the nozzle exit (Fig. lb 
and Fig. 2) and discharge it to five Roots-type rotary pumps t. These in turn discharge to two rotary 
piston pumps e, from which the air is finally exhausted at a pressure just above the atmospheric value. 
The volume flow of the pumping system varies with the pressure in the test section (Fig. 3). Ideally this 
flow should be matched to that delivered by the nozzle (including the contributions from both the central 
isentropic core and the thick surrounding boundary layer). 

The air entering the tunnel settling chamber upstream of the nozzle is dry, with a frost-point at about 
220 deg K. The stagnation temperature (To) of the air is measured and its total pressure (Ho) controlled 
by a series of valves and measured on an accurate manometer. The volume flow of the air entering the 
tunnel is determined from a Rotameter. The pumping system draws air from the large test chamber 
surrounding the nozzle exit and this pressure (Pt) must be known accurately. The fundamental standard 
used for this is a McLeod gauge, with an Alphatron gauge and a thermistor manometer as secondary 
standards calibrated in terms of the McLeod gauge. Brief details of these instruments will be found in 
the Appendix. 

The pressure of the nozzle at its exit must be carefully balanced with the pressure Pt in the test chamber, 
otherwise the jet experiences a distortion as it enters the chamber, and both axial and transverse pressure 
gradients are present in the neighbourhood of the model. The design for the nominal M -- 2 nozzle used 
for the present tests, which has an exit diameter of 7.24 in., was based on an initial estimate of the pumping- 
system volume flow which was somewhat larger than that found later to be achieved at the upper end of the 
static pressure range ; some degree of inbalance must therefore be accepted. The effects of this lack of 
balance could be reduced considerably if a transparent plastic extension (or 'skirt ' )of length 7 in. and 
with a slowly increasing cross-section was added to the nozzle exit (see Fig. lb). This improvement was 
achieved at the expense of a thicker boundary layer at the new model position, near the skirt exit, and 
hence a smaller useful core of isentropic flow. The plastic skirt, with an 8.00 in. exit diameter, was used 

+The mean free paths for these extremes of the test range are 0.043 in. and 0.010 in respectively. 
*Edwards Model 30B4. 
t Edwards Model 1R5. 
~ Edwards Model lSC3000. 



for the cone tests and the nozzle-flow pressure (p,,.) measured at a hole on the wall of the skirt 1.9 in. 
upstream from the skirt exit. Balance was attempted between this pressure and that in the test chamber. 
The success that can be achieved is illustrated in Fig. 4 ; unbalanced conditions are seen to exist for values 
of p,,, above 50tz, where t~ is one micron of mercury pressure*. The effect of the lack of balance on the 
tunnel flow and on the experimental results will be discussed later. 

For flow exploration, the tunnel is equipped with a three-way traverse gear (see Fig. lb), operated 
remotely from outside the tunnel and capable of exploring any part of the nozzle and test section. Up to 
the present only pitot probes have been used since the characteristics of these in supersonic, low-density 
flow arc now fairly well defined. The flow density in the working region of the tunnel, though higher 
than that of the almost stationary air in the chamber, is too low to enable conventional schlieren or 
shadowgraph flow visualization methods to be used ; instead an afterglow visualization system is available, 
very similar to the design developed by workers at the University of California (Berkeley) 1 o. Two different 
techniques may be employed, one using pure argon, the other air enriched with nitric oxide, as the test 
gas. At the N.P.L. the former method has been most successful and results presented as Fig. 27 in the 
present rcport were obtained with argon afterglow. The brightest glows are obtained when the tunnel 
static pressure is about 251t: at higher stream pream pressures, ionization of the argon in the high-pressure 
region upstream of the nozzle becomes progressively more difficult. 

The tunnel is also fitted with a force balance for the direct measurement of overall forces on models 
mounted in the strcarn. This balance was not used during the cone tests, which were principally concerned 
with the measurement of pressures on the forward-facing surfaces of the models and on their bases. Such 
measurements require manometers of the highest possible accuracy over a range between 3t, and 3001c 
Early experience at the N.P.L. had suggested that a simple U-tube, filled with a low vapour-pressure 
oil and observed from outside the test chamber by means of a low-powered travelling microscope did 
not give sufficient accuracy over the lower part of the pressure range. A thermistor manometer  was there- 
fore developed and a bank of these employed to measure simultaneously the model pressures and the 
tunnel pressures p, and p,,. Frequent calibration of the thermistor manometer  against primary or second- 
ary standards is required in order to monitor the slow zero drift ; in practice this does not prove arduous. 
A full description of the thermistor pressure-measuring technique is given in Section A.2 of the Appendix. 

2.2. Tunnel Calibration and Performance. 
Before the start of the present tests the nozzle flow had been traversed in both the axial and cross- 

stream directions with a calibration pitot tube and the local Mach number deduced from the pitot 
pressure (tf'l) and the total pressure in the settling chamber (H0). In high Reynolds number supersonic 
flow a correctly-aligned pitot tube should measure the ideal pitot pressure (H1) and the Mach number 
can then be obtained directly from normal-shock tables in terms of the ratio Ht/tto. At low Reynolds 
numbers, however, the pitot pressure is not necessarily equal to its ideal value and prior calibration is 
required to determine the ratio H'I /H 1 a s  a flmction of some flow parameter, frequently the Reynolds 
number formed from the pitot external diameter and the free-stream conditions (Red). 

The present N.P.L. calibration probe is of ~ in. external diameter, with a sharp-edged orifice and a 
10 deg external chamfer. The wall thickness of the tube is ~2 in. giving an internal diameter of ~, in. At 
the lowest stream static pressure (2010 and a Mach number of 1-95, Re d has a value of about 25. Tests 
by Enkcnhus 11 on similar externally-chamfered probes at low supersonic Mach numbers show that the 
ratio tf'l/fI l is about 1.01 at this condition* and decreases to just below unity for higher values of Red. 
Similar results were obtained by Sherman 12 for sharp-edged pitot tubes with an internal chamfer. The 
viscous correction to the calibration probe is therefore comparatively small over the complete range of 
the tunnel. 

*A second, smaller M = 2 nozzle is being made to allow balanced conditions to be achieved in this 
upper part of the operating range. 

*This ratio can become quite large; at Red = 7 it is nearly 1.4, according to Enkenhus'  tests. 



Typical distributions of Mach number along the skirt axis are given in Fig. 5a at static-pressure levels 
of 30, 50 and 67 #. At the lowest pressure the distribution of Mach number is almost constant along the 
skirt and into the test chamber indicating, since the jet is balanced (Pw = P,), that the increase in skirt 
diameter in the downstream direction is just sufficient to balance the growth in boundary-layer displace- 
ment thickness. At Pw -- 50#, the boundary layer grows less rapidly and in the region -2 .5  in. < x < 
< - 1 . 0  in., the stream Mach number (M0) rises. This increase is offset near the exit plane by the 1# 
difference between Pw and p,  the axial variation in M o becoming very small. Finally at the highest pressure 
in this Figure (p,,, = 67#) there is a longitudinal Mach number gradient extending well into the nozzle 
and induced as a direct result of the lack of balance between Pw and Pt- Presumably the excess pressure 
in the chamber penetrates upstream through the very thick boundary layer on the skirt wall, causes this 
to thicken and so compress the flow upstream of the skirt exit plane. 

In all cases the cross-stream distribution of Mach number was reasonably uniform over the central 
isentropic core of the flow which represents the test region (Fig. 5b). Because of increased boundary-layer 
growth this core decreases in size as the stream static pressure falls, as shown in Fig. 5c. The edge of the 
core has been arbitrarily defined as the position at which the loss of pitot pressure in the nozzle boundary 
layer exceeds 0-005 H 0. The core becomes very small at the lower test pressures, reducing to a diameter 
of about 0.5 in. at Pw = 20#. The base diameter of the large model is nearly 1.44 in. so that some difficulty 
in interpreting the data might be anticipated for this model at low pressures ; as will be seen later certain 
effects attributable to this effect were observed. At Pw = 30#, only a small degree of interference should 
exist at hole 6 on the larger model. The core size also decreases slightly for stream pressures above 60#; 
the nozzle boundary layer at the exit plane has an increased thickness because of the out-of-balance 
pressure difference between the nozzle flow and the test chamber. 

Except for some flow-visualization work, all tests were made with the cones (of length 1-25 in.) mounted 
in the position shown in Fig. 5a, with the tip 0-75 in. inside the skirt and the base 0-50 in. downstream of the 
skirt exit plane. It is clear that for stream pressures above about 60# there will be a pressure gradient along 
the length of the model, with the highest pressures towards the rear. At Pw = 20# there is a similar, smaller 
pressure gradient associated not with the out-of-balance condition but with the large growth of the nozzle 
boundary layer at this low pressure. 

For  the present tests it was decided to use a stream Mach number (Mo) at the mid-point of the model 
and to correct measured flow quantities for the longitudinal pressure gradient when this was possible 
and desirable. The variation of this mean flow Mach number with p~ is shown in Fig. 6. Two sets of results 
are from early calibrations (including those contained in Fig. 5a) and additional points were obtained 
during the progress of the cone tests. The extent of the Mach number variation over the model position 
is shown. The stream Mach number rises as the pressure increases from 20# to 50# because of the reduced 
boundary-layer growth rate. Abovepw = 50#, Mo falls as the out-of-balance condition becomes important. 
In the absence of this effect the stream Mach number would rise steadily with p~, (see Ref. 8, for example). 
There is some scatter in the results shown in Fig. 6, and in part this may be due to small day-to-day 
variations in the performance of the tunnel pumping system. 

Whilst the test flow may be balanced in the empty-tunnel condition (or with no apparent change in 
observed pressures when the calibration pitot is in place) it is not obvious that this balance, and the cali- 
bration Mach numbers, are achieved when the models are in position. It is possible, for example, for 
the increased blockage associated with the flow field about and behind the cones to influence the boundary- 
layer growth upstream of the model position, and hence the Mach number just ahead of the model. 
This would be analogous to the out-of-balance interference discussed earlier. 

To investigate this point two dummy models were made, of similar size to the test cones, but with 81 in. 
diameter pitot tubes projecting for ¼ in. ahead of the cone tip. The pitot-cone combinations were mounted 
at the test position and the probe pressures read for flow conditions corresponding to changes in Pw of 
from 20# to 80#. In addition a similar pitot tube was tested on its own and its readings compared with 
those obtained for the two dummy cone models. The ratio of measured pitot pressure to stream total 
pressure (H'~/Ho) for these three pitot models is shown in Fig. 7. The results for the small pitot alone and 
when in combination with the 15 deg cone are almost identical, indicating that the Mach number at the 
cone apex is not influenced by the cone flow field. A small effect can be detected with the larger cone 



and this is most significant at the lower stream pressures. The usable core is then smallest (accentuating 
blockage effects), and the Mach number approaches that for detachment on a 30 deg pointed cone. 
These tests seem to indicate that the mean calibration line drawn in Fig. 6 is reasonable under most con- 
ditions, but that a small adjustment should be made for the larger cone at Pw = 20/~; the stream Mach 
number at this pressure was therefore reduced from 1.95 to 1"92 for this model. 

Fig. 7 also contains the curve of H'~/H o for the ~ in. diameter calibration probe, for which H'I is very 
close to H~ over the test range. The difference between the full and broken lines in this Figure must be 
due to the viscous effect present for the smaller tube; hence the approximate correction factor H'~/H 1 
for this tube may readily be found. For the ~ in. diameter probe this quantity is plotted against Rea in 
Fig. 8(a). There is a marked increase in the factor as Red falls but the curve might be expected to lie closer 
to those obtained for chamfered probes by Enkenhus 1~ and Sherman 12. Anexplanat ion for this discrep- 
ancy is best sought by noting that for the N.P .L  probe the ratio of external to internal diameter (d/d~) is 2.0, 
whereas Enkenhus used probes with much thinner walls. In the case d/d~ was usually less than 1.26. 
If it is accepted that the Reynolds number of the orifice (i.e. Ree,) is a more relevant parameter  than R%, 
then the N.P.L. results can be rescaled so that Re a is based on a fictitious thin-walled tube with di equal 
(as before) to ~L 6 in., but with d now equal to 1"25 di. The new curve is in much closer agreement with the 
Enkenhus and Sherman data. Indeed the significance of basing the probe Reynolds number on the 
orifice diameter and not the external diameter is best illustrated in Fig. 8b, where Enkenhus'  results 
have been recast in this form and where they can be compared with the N.P.L. data. The agreement is 
good.* 

The foregoing argument serves to provide a rough calibration for the small ~ in. diameter pitot, suffici- 
ent to obtain approximate Mach numbers in the cone flow field; this aspect will be discussed later. 

2.3. The Models. 

Two basic models were used for the tests described in this report. Both were brass cones with an overall 
length (L) of 1.25 in., but with 15 deg and 30 deg semi-vertex angles respectively. Along a single generator 
of each cone were six pressure holes of 0'010 in. diameter, at the following positions (see also Fig. 9): 

Hole No. 

x/L 0.14 0.28 0-44 0.60 0-76 0.92 

There was a further hole on the base of the model two-thirds of the base radius from the axis. Both models 
were supported entirely by their pressure tubes which gave an effective sting diameter of0.15 in., the cross- 
stream support being placed 4 in. from the cone base to minimize support interference. P.V.C. tubing 
of I mm bore, and 12 in. long was used to connect the ends of the pressure tubes from behind the cross- 
stream support to the thermistor manometer  bank, placed just outside the issuing jet. 

After the initial tests were complete, both cones were progressively truncated in four stages, called for 
convenience States B to E. State A is the initial sharp-pointed condition.** The truncation was made 
very simply by cutting offthe cone tip in a plane normal to its axis. In terms ofx/L measured on the pointed 
model the new tip position was as follows : 

State A B 

x/L of tip 0 0-08 

C 

0-12 

D E 

0-16 0.20 

These truncations are illustrated in Fig. 9. 

*The evaluation of the large (~ in. diameter) calibration probe is not affected by this argument, as its 
ratio of internal to external diameter was close to those values used by Sherman and Enkenhus. 

**The diameter of the ' t ip '  on the sharp-pointed model was about 0'005 in. 



At a later stage in the tests two other sharp-pointed pressure-plotting cones with 0 C = 15 deg and 30 deg 
were used in conjunction with cylindrical afterbodies extending downstream from the base for one cone 
length L. 

2.4. Experimental Procedure. 
The cone surface pressures in all states were measured with the cones at zero geometric incidence and 

at values of pw of 20# to 80/~, in intervals of 10#. 
The pumping system is supplied with dry air from two sources, the main flow passing through the nozzle, 

and a secondary flow through the bypass pipe (see Fig. 2). Both supply lines are controlled by needle 
valves and the nozzle mass flow is determined by means of a flowmeter and an accurate pressure gauge. 

For  the present tests the sensitivity of the various thermistor manometers was chosen to be about 
2~/mm galvanometer deflection for the model surface pressures, 1#/ram for the model base pressure and 
¼ #/mm for Pw (and other nozzle wall pressures). The required zero settings were determined by a prelimin- 
ary tunnel run at the lowest value of Pw ; following this a static calibration was made (i.e. with no flow 
through the nozzle) against the reading of the tunnel McLeod gauge for pressures up to 80/~, the tank 
pressure being directly controlled by the bypass flow. Above this pressure the pumping characteristics 
did not permit control over a wide pressure range, so the pumps were isolated from the test chamber, 
whose pressure was raised as required by admitting air through the control valve. The leak rate of the 
chamber is so small that no noticeable increase occurs during the time necessary to read the McLeod 
gauge. With the full static calibration completed, the tunnel was run at increasing values Ofpw and pressure 
measurements obtained until the limit of the range of one of the thermistor manomenters was reached ; 
the calibration was then checked. The zeros were reset and the whole procedure repeated for higher pres- 
sures, until the full range ofpw (20# to 80#) had been covered. At each pressure the greatest possible care 
was taken to ensure that p,~ and Pt were in balance, or if this was not possible, that the difference in pressure 
was a minimum. Surface pressure readings for the seven values of Pw could be obtained in one day. 

3. Results. 
3.1. Cone Surface Pressures. 

Because the present tests were intended to provide information on the departures from inviscid super- 
sonic cone flow caused by the thick laminar boundary layer, it is convenient to plot the measured pressures 
(p) in terms of(p -Pie)/Pie, where Pic is the surface pressure given by the exact cone-flow solution in inviscid 
flow 13 at the same stream Mach number as the experimental results. This ratio is thus a direct measure of 
the viscous-interaction effect. The stream static pressure is best considered in terms of a Reynolds number 
(ReL), based on the length L and free-stream conditions. Fig. 10 (derived from data in Ref. 8) shows how 
the Reynolds number per inch per micron static pressure varies with Mach number, assuming isentropic 
flow through the nozzle. 

The pressure distributions for the 15 deg cone at six different model Reynolds numbers (and slightly 
different Mach numbers) are plotted together in Fig. 1 I. These results are plotted separately in Fig. 12. 
Similar information for 0c -- 30 deg is contained in Figs. 13 and 14, together with data for Pw -- 80/~; 
results obtained at this pressure on the 15 deg cone later proved to be unsatisfactory. 
As the test Reynolds number increases, there is a progressive change in the shape of the induced-pressure 
distribution along the cone surface. This is best illustrated in Fig. 13. The induced pressure is highest 
near the apex and is there most influenced by the stream Reynolds number. Further to the rear the Reynolds 
number effect is small and is masked by a marked fall in pressure below the inviscid cone value at the most 
rearward pressure hole. This is due to an upstream influence (through the thick boundary layer) of the 
low-pressure zone on the base of the cone. At ReL = 81 (Pw = 20/~) and 0~ = 30 deg, the rear two holes are 
appreciably outside the usable core of the flow and therefore depart significantly from the general trend. 
The progression with ReL is less ordered for 0~ = 15 deg (Fig. 11), and there is some anomaly in the 
overall level of the data at R% = 322. The general pattern, however, resembles that exhibited by the larger 
cone, though the pressure increment at hole 5 is substantially higher for 0c = 15 deg. The fall in pressure 
at hole 6 is again evident. 



A simple, theoretical estimate may be made of the induced-pressure effect on the two cones by using 
a tangent-cone approach similar to that outlined in Appendix A of Ref. 3. The boundary layer is assumed 
to grow along the cone surface in some prescribed manner so that the rate of change of displacement 
thickness td~Uds), (where s is measured along the surface from the vertex) may be regarded as an effective 
change in the cone angle from 0,, to Oc+O,~, with 

0 0 = t a n - 1  \ds ]" 

The pressure at any point on the cone surface is then assumed to be that on a cone of semi-vertex angle 
0~+0,~. The boundary-layer displacement thickness at position s on a flat plate with adiabatic walt 
conditions, Prandtl number of 0.725, specific-heat ratio 1.40, and Chapman-Rubesin factor C equal to 
unity may be written ~4 as 

6" 1.730 _ 
- ~ 1 _ 1  +0 '26  M 2] 

S 

where the suffix s refers to flow conditions just outside the surface boundary layer. For a cone the Mangler 

transformation ~s may be used; the displacement thickness is then l/,,~3-times the corresponding thick- 
ness on a flat plate. Hence to good approximation 

6" _ 1 [1+0 .26M~]  (1) 
s 

and d6* = 1 ds 2 , , / ~  [1 + 0.26 Mff] = tan 0o (2) 

assuming that M~ does not change with s. As a first approximation M e may be assumed to have the value 
for inviscid flow over a cone of half-angle 0~ at the test Mach number, and Re~ can be based on flow 
conditions to the rear of the associated shock. Once 0~ has been found along the cone surface and added 
to 0 C, the variation in surface pressure may easily be found from suitable cone tables or graphs. It is then 
necessary to recalculate 0~ using the new cone-surface conditions in the estimation of Res and M~, and to 
evaluate again the surface pressure. This iteration procedure will continue until reasonable convergence 
has been achieved; in practice it was found that negligible change resulted if the sequence was taken 
beyond the third approximation. Typical changes in (p-  Pic)/Plc which accompany the successive approxi- 
mations are illustrated in Fig. 15, and there compared with the experimental data. A marked reduction 
in the induced-pressure parameter occurs at the second approximation;  further calculation, however, 
leads to significant changes only over the front part of the model. 

The results of this approximate tangent-cone (TC) calculation are compared with experiment in Figs. 
12 and 14. Considering the simplicity of the approach, the agreement obtained is good. The most noticeable 
discrepancy occurs at Re~ = 81 for 0,. = 30 deg (Fig. 14a), but, as was mentioned earlier, the rear part of 
the model lies inside the tunnel boundary layer for this condition. It is possible that this effect (which is 
most serious for holes 5 and 6) also influences the pressure further upstream on the model surface.* In 
general, the TC theory seems to overestimate slightly the actual surface pressures; a similar trend is 
apparent in Ref. 3 for slender cones at higher Mach numbers. 

*Some interference might be expected from the reflection of the bow wave from the boundary layer 
when the core is small. Flow visualization shows, however, that the 'reflection' takes place from a point 
well inside the boundary layer, and it therefore seems that this form of interference is less important. 



The theoretical method outlined above can of course be criticized on a number of points. The simple 
displacement-thickness equation (1), though reasonably valid for high-Reynolds-number continuum 
flow with zero pressure gradient, is less certain under the present conditions. The validity of the Mangler 
transformation must also be questioned when it is applied to thick boundary layers. Probstein and Elliott 7 
show that it may be used, providing the value of 6*/r s (where r s is the body radius at the station s) is not 
too large. The ratio 6*/rs is a measure of the transverse curvature imposed on the developing boundary 
layer and to the first approximation the displacement thickness is unaltered by this transverse curvature 
provided 6*/r~ is of order unity 2'7. For  the present tests 6*/r~ is largest for the 15 deg cone and varies 
between 1-9 (for hole 1 at a stream pressure of 20/0 and 0.3 (for hole 6 at 80#). The corresponding values 
for the 30 deg cone are about 40 per cent of these for the smaller cone. 

Since 6" is about the same order as rs it would seem that the effects of traverse curvature on the viscous- 
induced may be ignored for the present tests, and it is perhaps sufficient only to note that the main effect 
of the transverse curvature would be to thin slightly the boundary layer and hence to reduce the predicted 
value of the induced-pressure parameter (p-p~c)/p~. The agreement between experiment and a theory 
which neglects transverse curvature effects may of course be used as evidence that such neglect is justified, 
and this view is reinforced by the results shown in Ref. 3, where good agreement was obtained between a 
tangent-cone theory (neglecting surface curvature) and experiment for 1 <6*/ rs<3  at rather higher 
supersonic Mach numbers. It would seem in fact that the most significant effect of the transverse curvature 
is on the local surface friction and heat-transfer rates z'6'v ; fortunately these quantities are not of direct 
interest in the present investigation. 

Another possible source of error stems from the use of a tangent-cone method to predict the pressure 
on what is effectively an ogival-shaped body. The accuracy of the tangent-cone approximation is discussed 
in Ref. 16. In general the tangent-cone method gives surface pressures which are slightly too high, the 
deviation increasing with distance from the body vertex 3. The errors are likely to be only a few percent, 
however, and may be neglected in the present context. The TC calculation also ignores the pressure 
gradient which may exist across the thick laminar layer, and moreover does not allow for the distortion 
of the boundary-layer profile due to the external pressure gradient. The iteration procedure, though 
taking account of simple changes in local Mach number and surface pressure, is not in itself without 
some source of error. 

Probably some of these errors cancel, and some may well be very small. Lacking more detailed work 
on their individual influences it still seems reasonable to conclude that a simple, tangent-cone approach 
provides an effective method of estimating the induced-pressure increments on cones at moderate 
supersonic speeds. 

The tangent-cone method may be simplified further (with some attendant loss in accuracy) to allow 
a comparison of the results obtained on a given cone in terms of the local Reynolds number. Following 
Probstein one may write 

P = Pic + O~ + ~ \ ~ - , I  (0~)2 + . . . . .  
0 = 0  c O=Oc 

In terms of the parameter used in the present report 

P-P~c-H°[(O-(P~o-~H°) ~ 0~+~ (02~@2H°)) (0~)2 + . . . . .  ] .  (3) 
P i c  P i c  \ / o = o c o = o 

To obtain the derivatives of cone pressure with respect to O, 

let 

P~-d~ = AO~ + BO¢ + K. 
H 



Then 00 io= ° = 2AO~ + B 
c 

( 02(pldH°)'~ = 2A. 
002 ,t o=o~ 

The constants A, B and K can be found by fitting this curve through the exact values of p J H  o at cone 
angles of 15 deg, 30 deg and some intermediate value. The most important effect of Mach number is to 
change K, which does not affect the two derivatives. For the present flow conditions, it was found that 
A = 0.667, and B = 0.0584, if 0 is measured in radians. 

( O(Pi,.,/ H o) ) 
,~o /o=o 

)" 0'407 (0~ = 15 °) 

t 0"756 (Oc = 300). 

For both cone angles 

( 02(pi~/Ho)'~ 
002 ] 

= 1.334. 

The boundary-layer equation (2) may be simplified by putting tan 03 = 03 and letting M s have a constant 
value based on inviscid cone flow for~so~ ~ mean stream Mach number, say 2.10. Then 

D 
O~ = x/--Re~ radians 

where D is 0.92 for 0 c = 15 deg, and 0.73 for 0¢ = 30 deg. Evaluating Ho/p~ c also for M 0 = 2.10, one 
obtains for 0~ = 15 deg 

P - P i ¢  2.14 3.21 
Pi~- -- ~ I--~e~ + . . . . . .  (4a) 

and for 0c = 30 deg 

P-Pie  1.43 0.92 
- + - - +  . . . . . .  ( 4 b )  

Pic ~ Re~ 

These equations are compared with the experimental data in Figs. 16a and b respectively; only the first 
four holes on each cone have been used* in order to avoid effects associated with the base flow. Though 
there is a certain amount of scatter, the agreement between theory and experiment is quite good. At 
0,, = 30 deg, the data appear to reproduce the non-linear trend predicted by using both terms of equation 
(4b), though this may be fortuitous. Indeed some alteration in the precision of the agreement can be 
obtained by wlrying the mean Mach number chosen for the theory (2.10), and because the stream Mach 
number varies with tunnel pressure, too much should not be made of the comparison between the theor- 
etical lines and the experimental results. The main purpose of Figs. 16a and b is to demonstrate the domin- 
ance of the local Reynolds number in determining the magnitude of the induced-pressure effect. 

*Three in the case of the 30 deg cone at Pw = 20/~, because of possible interference of the small core 
diameter on the reading of hole 4. 
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For  hypersonic flow the equivalent equation to (4) above may be written z 

P-- Plc , , 2 -- A zs+B Z~ 
Pic 

where Zs is a hypersonic interaction parameter equal to M 3 / x / ~  (the Chapman-Rubesin factor is taken 
as unity) and A' and B' are constants. In deriving this the assumption is made, amongst others, that in the 
boundary-layer gradient equation (2), 0.26 M] is large compared with unity, which may therefore be 
neglected. This is certainly not so for the present tests, where 0.26 M~ is of the order of unity. 

3.2. Upstream Influence of  Base Flow. 

It was remarked earlier, and indeed is evident in Figs. 11 and 13, that the flow departs from that expected 
on an infinite cone over the last third or so of the model length. The surface flow is strongly influenced 
by the expansion of the boundary layer over the rear shoulder of the cone into the wake. Because the bound- 
ary layers are very thick at these low Reynolds numbers the upstream effect is particularly marked. 
If the influence is assumed (for convenience) to start at x /L  = 0.7, the region affected amounts to a few 
boundary-layer thickness only, in strong contrast to the upstream influence observed during experiments 
on shock-wave and boundary-layer interaction on flat plates at moderate and high Reynolds number. 
In such cases the upstream effect is usually measured in tens of boundary-layer thicknesses. Similarly tests 
reported in Ref. 17 indicate that at a Reynolds number of about 106, the upstream influence of an expansion 
at the shoulder of a double-wedge wing was not less than twenty boundary-layer thicknesses. The com- 
paratively small upstream influence is perhaps a little unexpected therefore, but is confirmed by Ref. 1 
where a similar small effect was reported during experiments at M o -"- 4 on a slender cone. 

The influence of test Reynolds numbers on the upstream effect is not easy to determine from the existing 
data but the pressure fall between holes 5 and 6 certainly decreases as the tunnel pressure increases. 
This may be the result of a small increase in the base pressure with Reynolds number (see Section 3.3). 

To investigate the base influence a little further, the cone surface pressure distributions were remeasured* 
when a cylindrical afterbody, of length L, was added to the cone. It was expected that this would alter 
the flow pattern behind the base and as a result modify the expansion at the rear of the cone. Rather 
surprisingly the pressures at hole 6 were very little altered by the presence of the afterbody; no significant 
changes could be detected at the other pressure holes. In Fig. 17 the two sets of pressure data for hole 6 
are compared. The scatter is higher when the afterbody was fitted but the overall trend with Re L is very 
similar to that obtained in the original tests. 

It was felt that the results of Fig. 17 might be explained if it was assumed that the cylindrical afterbody 
was immersed in a large wake cavity, as in Fig. 18a. The presence of the afterbody does not then alter 
greatly the direction of the shear layer after it leaves the cone surface and only a limited flow expansion 
occurs at this position. An alternative flow for the cone alone is sketched in Fig. 18b; a strong expansion 
is associated with the shoulder flow and the base cavity is smaller. It is this type of flow which would 
be expected with isolated cones at higher Reynolds numbers. To pursue this a little further, traverses 
were made with a ~ in. diaraeter pitot tube (similar to P1 in Fig. 7) at three stations behind the 15 deg cone. 
The traverses were along lines normal to the tunnel axis, starting from well inside the nozzle boundary 
layer and ending inside the model wake. From this information it is possible to draw contours of constant 
pitot pressure (H'0, and two examples of the resulting flow field are shown in Figs. 19a and b. The approxi- 
mate relationship between H'~ and local Mach number can be deduced from the pitot calibration curve 
(Fig. 8), if the total-pressure loss through the bow shock wave is neglected. In Fig~ 19a the nozzle boundary 
layer is clearly shown, and this appears to end about 1.6 in. from the tunnel axis where H'I is around 
500#. The viscous wake is also well defined, as a region of rapid changes in H'~ ; the outer edge corresponds 
approximately to the 450/~ contour. The bow shock-wave position deduced from the traverses agrees 

*A second pair of pressure-plotting models were used in these tests, which were made after those in 
which the original models were truncated. 
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well with a simple conical shock for a cone where 0c÷0~ = 20 deg. This shock 'reflects' from the thick 
nozzle boundary layer as an expansion. Another expansion region, centred more or less on the outer edge 
of the boundary layer at the cone base is also evident. A further feature is the shape of the pressure contours 
for ft'~ ~ 2()0it in the model wake. Though these are not streamlines of the flow,.they do suggest a wake 
structure similar to that shown in Fig. 18b, and this impression is reinforced by the existence of the centred 
expansion region at he model railing edge. 

Fig. 19b shows a similar diagram at a much lower static pressure; the flow pattern is less clear-cut, 
partly perhaps because of the interaction of the bow wave with the edge of the nozzle boundary layer 
almost at the cone trailing edge. A check on the shock position could be made at this pressure because 
argon afterglow visualization photographs were available for Pw ~--- 25# ; for comparatively small disturb- 
ances to the free-stream (i.e. slender cones) the bow-shock angle in a monatomic gas is only slightly 
greater than for air. The contraction of the inner part of the wake flow, commented upon in connection 
with Fig. 19a, is again evident. 

The approximate Mach number variation along the lines AA' in Figs. 19a and b is shown in Fig. 20a. 
The bow-wave compression, and the base-shoulder expansion can be clearly seen. At Pw = 80/~ the 
'reflected' expansion zone shows up, but this is not so obvious at the lower pressure. The base-shoulder 
expansion could in fact be seen visually (but not photographed*) in argon afterglow visualization tests, 
and moreover it was possible to detect the compression system associated with the re-expansion of the 
wake (see Fig. 18b). The compression appeared to originate about I '5L downstream of the base. 

The foregoing evidence strongly suggests that for the isolated cone, the wake resembles that sketched in 
Fig. 18b rather than the large-cavity flow of Fig. 18a~. The insensitivity of the pressure at hole 6 must be 
explained in other terms and the following explanation ¢ is tentatively suggested. 

The boundary layer approaches the cone shoulder (point C in Fig. 20b) and begins to be influenced by 
the corner flow at some upstream point J. A free interaction occurs between the subsequent boundary- 
layer development and the external pressure field arising from the deflection of the flow streamlines 
outside the boundary layer. At equilibrium the displacement thickness decreases steadily as the corner 
is approached and the rate of decrease must be precisely that which is compatible with the falling pressure 
associated with the progressive deflection of the external streamlines. The scale (i.e. shape and magnitude 
of the pressure distribution)of the interaction is determined solely by the local pressure, Mach number 
and boundary-layer characteristics at J. A similar interaction takes place downstream of the corner, 
this time with the separated shear layer, and the total adjustment of pressure is therefore shared in some 
way upstream and downstream of the corner. As the angle (c0 of the flow deflection is increased, a greater 
expansion is demanded;  p,, will decrease in consequence, but providing the boundary layer upstream 
of the interaction is unaltered, the pressure change will be affected by a lateral displacement of the original 
pressure distribution (c~ = c~ 0, without change of shape, until the new value ofp~ (p~) for ~ = c~ 2 is attained. 
Because the pressure gradients close to the corner are large but decrease rapidly away from this position 
the lateral adjustment in J for the new conditions is effectively very small. It follows also that a point 
like hole 6 lying within the interaction, but not too near the corner, will experience only a very small 
change in pressure as e is altered (see Fig. 20b). 

In the present context ~ changes from that occurring in the flow sketched in Fig. 18b, to that where 
the flow is made to flow once again in the stream direction by the addition of the cylindrical afterbody 
(e = 0~). Most of the required pressure change takes place in the immediate vicinity of the corner, leaving 
only a small alteration upstream at hole 6. 

3.3. Base Pressures. 

The ratio of the measured base pressure to the wall reference pressure (Pb/Pw) is plotted in Figs. 21 a and 
b for both sharp-pointed cones (State A). There is a tendency for this ratio to increase with R% but at the 
higher static pressures, some of this increase is probably associated with the out-of-balance test-chamber 

*Because a typical exposure time is 30 seconds, and because thcrc are slight fluctuations in the flow 
pattern within that period, the fine structure visible to the eye does not appear in a photograph. 

+ Due to Mr. J. Nash of Aerodynamics Division, N.P.L. 
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pressure, which is higher than Pw. It seems reasonable to suppose that the base pressure would be strongly 
influenced by the pressure level outside the wake which is different from Pw in out-of-balance conditions. 
At the lowest test value of ReL, the measured pressures were very low (between 3.5 and 5#) and though 
the data could be repeated reasonably well (particularly for 0c = 15 deg) the experimental error is 
probably about _+0.5/z. As can be seen, this represents a wide range ofpb/Pw at the lower end of the test 
range. 

The principal purpose in obtaining these base pressures was to obtain experience of measuring very low 
pressures. The present results in agreement with data obtained by Kavenau 18, whose careful measurements 
show that Pb/P~ increases with Re L. In the middle part of the test range, the base pressure seems to be 
independent of 0c. At high values of ReL out-of-balance effects probably obscure any effect of changes in 
0c; at the lowest test pressures the results seem to indicate, despite the inherent lack of accuracy, that 
the larger cone has a smaller base pressure. It is not known, however, how much the base pressure is 
influenced by the large size of the model compared with the isentropic nozzle cone, and more detailed 
work is needed before an influence of cone angle on base pressure can be accepted. 

3.4. Pressure drag. 
Because of the higher surface pressures induced by the thick boundary layer, the pressure drag of both 

sharp-pointed cones should be greater than the corresponding inviscid values. Some reduction in drag, 
however, will be associated with the strong fall in pressure near the cone trailing edges. The pressure 
distributions of Figs. 12 and 14 were mechanically integrated to obtain the pressure-drag coefficient of 
the forward-facing surfaces and, divided by the inviscid pressure-drag coefficient (Co)~c, these results 
are presented in Fig. 22. A correction has been applied to the results at the three highest values of Re L 
in order to compensate for the longitudinal pressure gradient known to exist in the empty tunnel. 

The scatter of the experimental results is fairly large (and may perhaps be attributed to difficulties in 
estimating the pressure distributions near the cone shoulder to the rear of hole 6). Nevertheless for 0c = 
15 deg, there is a marked decrease in the drag ratio as ReL grows and a similar trend is perhaps evident 
at 0c = 30 deg. These experimental curves may be compared with simple theoretical ones derived from 
considering only the first terms in equations 4a and 4b and integrating these over the entire cone surface. 
This leads to a drag ratio of the form 

CD~ G 
- -  - 1 + - -  ( 5 )  

where G has a different value for the two cones. These theoretical curves exhibit much the same trend as 
the experimental ones. The latter are lower mainly because of the reduction in drag associated with the 
upstream effect of the base ; the difference between the two curves is in effect an approximate measure of 
the way the base influence relieves the drag. The most important feature of Fig. 22 however is the large 
increase in the drag ratio as 0c reduces from 30 deg to 50 deg. 

Ipsen 4'5'6 has measured the total drag of 15 deg half-angle cones at Mach numbers near 2 using a 
force balance and a support system which eliminates the upstream base effect so significant in the present 
tests. He shows that the measured drag coefficient may be closely approached by adding together the 
component drag coefficients arising from the boundary-layer induced pressure and the skin friction. In 
the latter case thesecond-order  shear due to transverse curvature is very important. Direct comparison 
between the pressure drag ratios in Fig. 22 and Ipsen's total drag for 0c = 15 deg is of doubtful value, 
because to obtain his experimental pressure drag, the large estimated surface friction must be subtracted 
from a rather larger total drag, with consequent loss in accuracy. For what it is worth the estimates of 
Ipsen's pressure drag appear to be close to, but a little lower than, the theoretical lines in Fig. 22, a result 
that might be expected once the base influence has been eliminated. 
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3.3. Effects of  Nose Truncation. 
Successive truncations to the tips of both cones were made subsequently to the completion of the main 

tests on the pointed cone. The models were cut off normal to their axes; details of the tip geometry are 
given in Fig. 9 and in Section 2.3. The pressures on the forward-facing surfaces and on the base were 
measured over the complete range of tunnel pressure on each cone. The scatter was rather more evident 
during these tests than with the original measurements on the pointed cones. 

In general the changes in surface pressure were not large and were in fact negligible for the two most 
rearward holes (5 and 6) and for the base hole.The variation of base pressure ratio with Re L is shown for 
State E (the greatest amount  of truncation) in Figs. 21a and b. 

The sparseness of the pressure holes and the increased scatter present difficulties in deciding the actual 
shape of the pressure distributions on the truncated models. Sequences of results with increasing trunca- 
tion are plotted for the 15 deg cone in Fig. 23a (p~ = 40~t) and Fig. 23b (p~ = 70~t). Both Figures show a 
strong overexpansion of the flow close to the nose, followed by a smooth recompression back to pressure 
level of State A. The general effect is smaller at the higher pressure. Similar results for the 30 deg cone are 
given in Figs. 24a and b, and for this model the influence of the tip truncation is much smaller, probably 
because of the larger region of subsonic flow to the rear of the bow shock. At Pw = 70~ for 0c = 30 deg, 
it is difficult to distinguish distinctly changes associated with nose bluntness, except for the most forward 
hole on State C, which is very close to the tip and as a consequence may not give a realistic reading. 

The difference between the two cones may be illustrated more clearly by plotting, as in Fig. 25, the pres- 
sure-increment parameter  against tip truncation at the second pressure hole (which becomes the most 
forward hole for States D and E). The pressure level at this hole is almost independent of truncation when 
0,. = 30 deg, whereas on the more slender model there is a gradual increase in pressure. 

A given position on the cone surface will be influenced by two factors which might cause departure from 
the pointed-cone value. First, the inviscid effect of nose blunting, with its associated expansion and com- 
pression, should have a powerful effect near the nose. Secondly, the pressure may change because the 
boundary layer growth, and hence the magnitude of the viscous interaction effect at a given position, 
alters with progressive blunting. Indeed these two effects ought not to be regarded as simply superimposed, 
and must influence each other to some extent. With the present limited data not a lot can be done to 
distinguish these effects. However, if the boundary layers on the inclined cone surfaces grow from the 
leading edge in a similar manner to the development on a pointed cone (i.e. the truncation has no effect 
on the growth) then the viscous interaction effects should depend on Res (measured now from the truncated 
tip). Data for 0,. = 15 deg, at p,, = 40~ and 70#, and obtained at pressure holes influenced by the truncation, 
are plotted against 1/,jRe~ on Fig. 26. A comparison is made with the curve plotted in Fig. 16a and based 
on the first term in equation (4a); this curve tends to lie on or below the pointed-cone data. In general, 
the r.esults lbr the blunted cones lie below the reference line, suggesting that the boundary-layer growth 
may be different on the truncated cones and the viscous-interaction effect smaller. This is a somewhat 
tentative deduction however. 

When the tip is blunt the bow shock is detached, and for 0 c = 30 deg, in argon, the two shock shapes 
for States A and E can be compared in Fig. 27*. Apart from the highly-curved region near the truncated 
tip, the shock shapes in the two cases are not very different. Even when the cone tip is nominally sharp 
the bow shock is slightly curved due to the influence of the boundary-layer growth on the cone. If it is 
accepted that the very small increase in shock angle which exists when argon is used instead of air may 
be neglected, then the argon afterglow photographs may be used directly. The steepest part of the shock 
is at an angle of about 56 deg to the stream direction. At a Mach number of 1.90 (the stream Mach number 
at this downstream position), this is the value obtained in air for a solid cone of semi-vertex angle close 
to 34 deg. At x/L = 0.16, the calculated increase in 0c due to the boundary-layer growth was 9'2 deg 

*The model was mounted just downstream of the skirt-exit plane for these photographs in order to 
avoid optical distortion from the skirt material. The argon glow increases as the pressure rises and hence 
shock waves show up quite clearly. Expa~lsion regions can be seen as slow gradations of luminosity but 
are difficult to photograph. The luminosity extends some way into the nozzle or jet boundary layer. 
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(0c + 05 = 39.2 deg); this reduces to 4 deg over the rear part of the cone. It is possible then that the initial 
inclination of the shock does not correspond to that appropriate to the effective cone shape used in estimat- 
ing the surface pressures. Indeed, if this were so, the effective semi-vertex very close to the nose would 
exceed 40 deg, the shock detachment angle for these flow conditions. There is little evidence of a well- 
defined detached shock on the pointed model. The limited size of the isentropic core for the stream 
pressure at which Fig. 27 was obtained and the use of a monatonic gas makes precise arguments about 
the significance of the observed shock angles difficult to sustain however. 

4. Concluding Remarks. 
It is clear that the rapid growth of a thick laminar boundary on a cone at supersonic speeds has a 

marked effect on the surface pressure distribution. The results of the present investigation suggest that 
this viscous-interaction effect can be estimated reasonably well for cones of moderate and large semi- 
vertex angles at Mach numbers near 2. Good agreement was obtained between a simple theory, based 
on a tangent-cone method, and the experimental data, despite obvious limitations in the theoretical 
approach. 

The flow in the region just to the rear of the model has been shown to be similar in many ways to that 
obtained at high Reynolds number and the measured base pressures agree well with more compre- 
hensive results described by Kavenau in Ref. 18. 

The effects of blunting the cone tips were generally small, particularly for the 30 deg cone. There is 
some evidence that the viscous-interaction effect may be less marked on the truncated cones. 
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LIST OF SYMBOLS 

External diameter of probe 

Internal diameter of probe 

Measured pressure on forward-facing cone surfaces 

Cone surface pressure in inviscid flow 

Measured base pressure 

Test-chamber pressure 

Nozzle pressure upstream of exit plane 

Radius at cone base 

Radius at position s 

Distance along cone surface from vertex 

Distance along cone axis from vertex 

Numerical constants 

Chapman-Rubesin factor relating viscosity and temperature changes 

Pressure-drag coefficient for forward-facing surfaces 

Value of CD in inviscid flow 

Total pressure of flow 

Total pressure behind normal shock in ideal flow 

Measured pitot pressure 

Knudsen number, based on tip diameter (equal to 1-51 Mo/Rer) 

Cone length from vertex to base (1.25 inches) 

Free-stream Mach number 

Local Mach number at position s 

Reynolds number based on free-stream conditions and probe external diameter 

Reynolds number based on free-stream conditions and cone length L 

Reynolds number based on surface distance s and local conditions at outer 
edge of boundary layer 

Reynolds number based on stream conditions and diameter of blunt tip 

Stagnation temperature of flow 

Flow deflection at rear of cone 

Boundary-layer displacement thickness 

Semi-vertex angle of cone 

Effective angle of boundary-layer growth 

Pressure equal to one micron of mercury 

Hypersonic similarity parameter, equal to x/@ M 3 / . v / ~  
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A P P E N D I X  

Tunnel Instrumentation and Manometers. 

A1. Instrumentation. 

The following instruments are used to measure the basic tunnel pressures : 

AI.1. McLeod Gauge. 

This is the primary standard for all pressure measurements up to 1 mm. It has a bulb volume of 500 cc, 
a capillary diameter of 0'4 cm and a closed limb length of 20 cm. It has compression ratios of 4000, 2000, 
1000, 500 and 250. The mercury is raised and lowered by needle valves in vacuum and atmospheric 
pressure lines. The glassware is joined to the stainless-steel reservoir by a ground-glass socket to stainless- 
steel cone. A liquid nitrogen cold trap prevents migration of mercury from the gauge. 

A1.2. Alphatron Gauge. 

This is the Model 520 manufactured by N.R.C. Equipment Corporation. It is connected to the same 
chamber-pressure line as the McLeod and gives a continuous indication of Pv 

A1.3. Oil Manometer. 

This uses 'Apiezon A' vacuum pump oil as the manometer  fluid. It is possible to read the meniscus 
displacement with a travelling microscope to within 0.001 in. (1.68p). This is not its accuracy, however, 
as there is some zero instability which has not yet been resolved. It is used to measure stagnation pressure 
(Ho) and frequent checks against the McLeod gauge show that this pressure is now being read to within 
_+3p. The reservoir pressure for the oil manometer  is maintained at less than 0.1p by a small vacuum 
diffusion pump. 

A2. Thermistor Manometer for Measuring Model Pressures. 

When measuring surface pressures with a system involving small-bore tubing and small pressure 
holes (unavoidable with low-density tunnel models) it is necessary to keep the length of pressure reads 
and volume of gauge heads to a minimum in order to obtain reasonable response times. 

Thermistors are thermally-sensitive resistors whose temperature coefficient of resistance is negative 
and typically 4 per cent per deg C at 20 deg C. One of the many forms which are available is a small 
bead about 0.020 in. diameter mounted in a glass tube of 0-15 in. diameter. This form has a thermal time 
constant of only 1½ seconds. Attempts to mount  two thermistors, one as a pressure sensor and the other 
sealed off as a temperature compensating element, directly in the model failed. Connected as a simple 
bridge network the compensation for temperature changes was inadequate. 

In the system now used the sensing thermistors are mounted in a tube (or bank) through which water 
is passed from an external tank with the water temperature controlled to within ___0.1 deg C. This bank 
is placed as close to the model as possible. The compensating thermistors are no longer required and 
are replaced by variable resistances. The circuit is shown in Fig. A.1. Setting up is done with the thermistor 
at a pressure within the proposed operating range. The current in both arms is monitored and set to 2.5 mA 
by adjusting R1 and R 2 equally and Rc to get the final equality of current R c will then be at the operating 
resistance of the thermistor. With the STC Type A14 now being used this gives a resistance of about 
1700f~, operating temperature of 80 deg C and power dissipation of 10 mW. The required range and 
sensitivity can be obtained by adjusting R s. Zero shift is easily done by altering R c. IfRs = 10 R~ = 100 Rc 
only 55 volts D.C. would be required. However, to enable a highly-stabilized power supply to be used 
and operated at its op t imum output of 200V, R~ and R 2 have been increased to 100kf]. Bridge output is 
measured with a Scalamp galvanometer with sensitivity set at 0-6mV for full-scale deflection of 14 cms. 
At the moment  this equipment can measure up to 12 pressures at a time and a typical calibration is shown 
in Fig. A.2. 
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Tile problem in tile use of thermistors is the zero drift. It has been found that some drift more than ~thers 
to an extcnt where thermislors  from the same batch may vary from little drift to an intolerable amotnlt. 
In some applicat ions it is possible lo rcsct lhc zero periodically at some known pressure, usually the lowesl 
pressure of the funnel  when the initial cal ibrat ion will be repeated quite well. Alternatively, frequent 
cal ibrat ions can be done and this is more usual when changes of range are required associated with 
variations in the test chamber  pressurc p,. If provision can be made to overrun the thermistors for a shor~ 
while at say 10 mA this hclps to shorten the daily settling down period ; most of the drift occurs dur ing 

the first hour or so. 

20 



b~ 
® 

FIG. la. N.P.L. low-density tunnel. 



T 
, i  

m 

i r 

.j 

k ,  
FIG. lb. View reside test chamber, showing nozzle, plastic skirt and traverse gear with ~ in. diameter 

pitot probe. 

22 



By-pass 
air Roughing 

To pumps inlet line ( for ini t ial  stages of pumping 

I{%, , upen Plostic ~ // 11 ! ! / 
n l" Closed nozzle / ~ N n ~ 7 1 e I ~  

I I  I ~ I / "~PP" 
\ \ \ % \ \ \ \ \  \ \ \ \  \ \ \ \ \ %  \ \ \ \ \  % X \ \ \ \ \ \ \ \ \  \ \ \ \ \ \ / ~ \ \ \ \ \ \ \ \ \  

Pyrex pipe and R.F. oscillator 
for  flow visual isation 

FIG. 2. Diagram of N.P.L. low-density tunnel. 

60 000 

Pumping 
speed 
(cu film[n) 

40 000 

20 000 

I I I I 
Specified 
213 power o 

\ 

)ull power ~ ~ - - ~ ~ x  

o Measured at 2/5 power 

x Measured at full power 

I I I" I 
-0 20 40 60 80 

Test chamber pressure (Pt) in microns mercury 

FIG. 3. Pumping speed of five 30B4 vapour booster pumps. 

Pumping speed 
( l i t res /see)  

25 000 

20 000 

I S 000  

10 000 

00 

23 



90 a ~ , , 

FlG. 4. 

80 

70 

60 

50 

(microns 
Hg) 

40 

50 

20 

I 0 1 0  B 0  

x Empty tunnel; pitot calibration 
o o 0 c = IS ; no truncation - /  

=, O c =  300; no truncatton ~ /  

/ 
Bala nee line 

n c e d  ='+~--Unbalanc e d 

I I I I 0 I I 
20 30 40 S 60 70 

Pw (microns Hg) 

Pressure balance obtained between nozzle wall hole (Pw) and test chamber pressure (p~). 

M o 

Z'3 

2"2 

2"1 

2"0 

1"9 - 

1"8 
- 2 " 5  

P o s i t i o n  of  Pw 
! S k i r t ' e × i t  p l ane  

/ / / / / / /  ^ / / / / I / / / / /  ~ / / / / / / / / , , "  / f /~  
I ~ I I 

& & 
& A 

O 0 0 0 0 0 0 0 0 0 0 0 
0 0 0 0 

P o s ' l t i o n  o f  cones j 
I [ I Tl'p ~ :  . . . . . . .  ] ' . . "  ." ; . ' . ,  B a s e  

• " 1  . . . . .  I 

-Z.0 - I .  5 -I.0 -0-S 0 0.5 I -0 
Distance from exit  plane of plast ic sk i r t  ( inches) 

Pw=50# ~pt=5 f# 

s Pw =6 7# ,Pt=70,u 

pw= 50/J ~ pt = 50# 

FIG. 5a. Examples of empty-tunnel pitot-tube calibrations along tunnel axis. 

24 



0.72 I I 1 I 

h A A _ h  & . ¢ " 

070 " " - - - ~ ' ~ .  ~Pw =8°" ~ t =84"5/~ 

I 0"68- 1 
_H 
"° o~- ~ 

0"62~ pw= pt =40-5 # ~ ~ 

0.60' I n I \ I 
0 0 - 5 1 - 0  I-5 ~ 2-0 

Distance from tunnel ax is  ( i~ehes) 

M o 

2"03 
2 '04 

2 , f 4  
-2"15 
-2 ' 16  

2-5 

FIG. 5b. Typical transverse flow characteristics at skirt exit plane (3 in. dia. pitot). 

O , C :  
u ~  

a ~  
g~ 
=o_ 

0 

t~ .tJ 

r ~  

/ 

J 
J 

J 
0 

Base radius 
0e--.50* 

-~- 0c:15 ° 

0 
20 30 40 50 60 70 80 

Pw (m {c rons) 

FIG. 5c. Radius of usable core at exit plane. 

(Edge of core is defined as station where loss ofpitot pressure in nozzle boundary layer exceeds 0-5 per cent 
Ho). 

25 



M 

2"4 

2"3 

2"2 

0 

2"I 

2-0 

~'9 

Z~O 
X 

I i I I l I 

Extent of Mach number gradient 
Early cal ibrat ions over model length where 
Test ca l ib ra t ion s igni f icant  

/ 

FIG. 6. 

1"8 
l0 20 30 40 S0 60 70 80 90 

Pw (microns Hg) 

Flow Mach number at middle of model, from 3 in. diameter pitot explorations. 

! 
H 

I 

Ho 

I'1 

1.0 

0"9 

0 * 8  m 

0 " 7 -  

0"6 

0.5 
10 

8-4 14.3 21-5 29"|  32-3 35-5 37°7 " Re d 

I I I I I ,~"l/e, 'j " ' Pll o , 
diameter(d) 

\ Curve for Pl Oc= 15° 

x 

\ ~ P3 
% 

\ 
\ 

\ 

Calibration pitot 
(d =3/B") 

I I I I I I I 
20 -~0 40 50 60 70 80 

(microns Pw Hg) 

Mach number 
deduced from 
p / t o t  r e a d i n g j  
assuta[ng negligible 

"i'90correction to HI 

-2"00 (no t  appl icable 
_ to  Pl ) 

"Z.lO 

-2.20 

-2"30 

0 

FIG. 7. Results of investigation of model blockage on test Mach number. 

26 



H I _1 
HI 

| ' ~  l I I I 

1'4  

1 ' 2  

I '1 

1.0 

l 
i//_~ . . . . . . .  # 

\ \  o . N P L ,  based on ,0°external chamf,r 
,,,. X~oo, oo, d 

tl \ \ 12 
Enkenhus: ~ \ ' / ~  Sherman: source-shaped prob¢ 
ext, rnal "\ ~ ~ " 7 "  M ~- 2 0" 

= h a : , : r  _.~" \ .  ~ ~' , o J 

c h a m f e r  - "  ~ . ~ . ~ ' "  ~ ~ ~ - - - -  

(1"7~" M*/2"0) I " ~ ' ~ ' ~ ' > % . _ _  I , 

0 10 20 Re d 30 4 0  

FIG. 8a. Apparent calibration of-~ in. diameter sharp-edged pitot tube (M 0 ~ 2). 

50 

H; 
HI 

2"2 

F 
Z.0 ~ I 

1.8 \ 
1'6 ~ 

1"4 X 

NPL results with 
• I/SUprob e 

Different probe sizes, 
IOXAO' from Ref II ('Mo=~2) 

1.2 
N• A 

' ~ °  

'1 0"2 0"5 I'0 2'0 5"0 10 20 50 
Redi (based on internal diameter) 

FIG. 8b. Correlation of probe characteristics based on orifice size. 

100 

27 



b o  
o o  

(a) 0c = IS° O /  

. A - ~ ~  -z4 0[6 " 0[g 

Nose. positions for 
various states 

6 / "  

(b) 0: = 300 ~ ~  ~-- 

~ ~ T - ~  o14 o.'6 ; o!8 

L = 1"25 u 

All hole diomet, ers ore 0,010 u 

FIG. 9. Models used for tests on cones 
(L = 1-25 in.). 

4"5 

4't 

c~ 3"0 
-r 

0 

.~ 2.s 
E 

t-. 
u 
c o~ 

-~ z.o 
re, 

! ' 5  

! .0 
!.0 
J 

f 
/ 

1"5 Moch  number 2.0 

y 
For To = 283°K and 
isentropic ~low 

FIG. 10. Variation of flow Reynolds number 
with Mach number (based on data in Ref. 8). 

2"5 



t~ 

P-Plc 

Plc 

°° i 
0-5 

0.4 

0-3 

0"2 

O.i 

-0"I 

-0-2 

[ I 

150 

\ , 

Ng,.ReL= 84 

3Z2 

Symbol o x tx ~ n 

_ Re L 84 141 215 290 '~22 
M o 1-05 Z-0S 2"i7 ~24 ?'17 
pw(U ) 20 30 40 SO 60 

t , 2 , 3 4 
0 

x /L .  

~ X  

A 

3,S0 
2-11 
70 

51 

FIG. 11. Influence of test Reynolds number on 
the viscous-interaction effect for the 15 deg cone. 

(N.B. data for Pw = 80# not plotted). 

1.0 

f I 

-0.2 - 

I 1 2 13 14 5 1 6 
0 ^ 0"2 ^ 0 " 4  ̂  0a.6 ^ 0 . 8  ^ I - 0  

x /L  

FIG. 12. Surface pressure distributions for the 
15 deg cone. 

(o) M .  = i.gs 

0-4 - x ~ Re L = 84 
P-P,c _ _ ~ ~ . ~ . ~  

Pi c 0-2 - T.C-theory . ~ - - - _  

0 

-0 -2 - 

< >  . (.b) M ° =2.05 < >  

• _ x , , . ~  ReL= 141 , . 

p - . ,  c o 4 

0 \ 
"~ ", T.C. theory ~ > <> 

(c) Uo= -,r 
~"~,~---. ~ ReL=Zl S 

P-p=cO'Zp=c 0 - - -  



GO 

P-Plc 

Pie 

P-Plc 

Plc 

P-Pl c 

Plc 

0"4 

0"2 

0"4 

0 " 2 -  

0 

0"4 - 

0"2 

0 

- 0 " 2  

-0"4  

\ ,  

\ 
,\  

(¢) Mo=Z-17 ~> 
X~L~Ci t heo r y Re~ 522 / 

Cf~Mo :2 "1 |  
T. C. theory ReL: 350 / 

! 

I 2 3 4 5 6 
! I ! I 

A 0.2 A 0.~ 0A-6 ^0-8 A 
x/L 

FIG. 12 (contd.). Surface pressure distributions for 
the 15 deg cone. 

1 
I ' 0  

P- Pie 

Pie 

°'61 

-0° !  

-0"2 

- 0 ' 3  

- 0"4 
0 

05 \ 

0-2 

O'i 522~0 ~ 

572 

Symbol o x 

_Re L 81 141 

,;et_=Sr 

,141 

~~o 

> 
b ', 

\ 
a + o h b ~' \ 

215 290 322 550 3 7 2  --.-k 
O Mo i.92 2.05 2.17 2-24 2-17 2-11 2.04 \ 

Pw{P) 20 30 40 50 60 70 80 

I , 2 w3 4 5 6 
^ 0-2 ^ 0-~ 8 6  ^0-8 ^ I .O 

×/L  

FIG. 13. Influence of test Reynolds number on 
the viscous-interaction effect for the 30 deg cone. 

(N.B. At R e  z = 81, holes 5 and 6 are outside the 



0"4 

0 . 2  

P -  Pm 
Pic 

0 

- 0 " 2  

0 " 4  - -  

O.Z 

P-P,c 
Pic 

0 

-O.Z - 

- 0 " 4  - 

I I I I 

( O ~  M o ~  , , g Z  

ReL= 8 I 

T~C. theory 

\ 
\ \ \ o\ 

\ 
\ \ \ \ 

\ 

% (b) Mo= Z'05 
~ ReL= I41 

x ~ . ,  ~. T.C. theory - 

l , Z j 3  4 5 I 6 
^ 0.~6 ~0.s ^ 1.0 0 ^ 0.z ^ 0.4 x /L 

FIGS. 14 (a & b). Surface pressure distributions 
for the 30 deg cone. 

0,4 

0 '2  

P - PJc 

PJc 
0 

- O . Z  

0"2 

P - Plc 

Pic 
0 

- 0 " 2  

0'Z 
P -  Pic 

PJc 
0 

- 0 . 2  

I I I I 

(c) M o = 2"17 
X 1". C. theory ReL---- 215 

(d) M o = Z.Z4 

~ ,  T.C. theory ReL--- Z90 

\ 
(e)  M o = 2-17 

T.C.theory ReL= 322 

\ 

I I 2 i 3 ~ 4  5j  6 
" O.z ^ 0.4"X/L 'b.~ " I.O 

FIGS. 14 (C to e). Surface pressure distributions 
for the 30 deg cone. 



t ,J 

0"2 

P - Pac 

P l C  
0 

-0 "Z  

0.2 

P - Ptc 
Plc 

0 

-0"2 

I I I I 

0') M o =  2,11 

T.C. theory ReL= 350 

(g) Mo = 2.04 

ReLy--" 372. 
T.C. theory 

I m 2 13  ~4 5 I 0 
o ^ 0.2 ~ o . 4 ~ / L  o.~e ^o-B ~ !.o 

FIGS. 14 (f&g). Surface pressure distributions 
for the 30 deg cone. 

0,5 

0.4 

P -  Pic 

Pj¢ 

0.3 

0"2 

0"I 

I ! I 

Mo = 2.05 

Re L = 141 
e¢ = 15 o 

Pw -- 30/~ 

ed approx 

appro× 

\, 
\ \  

approx 

~Deriment 

t ! I I 
0 0-2 0"4 X/L 0"6 O~ 

FIG. 15. Illustration of convergence of successive 
approximations used in tangent-cone theory. 



IP-PI¢ 
P l C  

FIG. 16a. 

P-Pi c 

Pie 

FIG. 16b. 

0-6 

0"5 

0'4 

0-3 

0.2 ¸ 

0-I 

Equation 4-(a) / /  / , ~  
~ 2 ~ d -  terms i l  

/ f  , - - , °  

2 / ~ o  ~ ~ ~ rt A _• Re L 84 141 215 290 522 350 

M o 1-95 2"05 2-17 2"24 2.17 2-11 

Pw(#) 20 30 40 50 60 70 

I I I I 

0 0"1 I 0-2 0-3 

Dependence of induced-pressure parameter on local Reynolds number for 15 deg cone. 

1 r I I 

x ~ + a h 0 
81 14f 215 290 322 350 372 
b92 2-05 2-17 2"24 2-17 2.1! 2-04 

i / 
o / 

0,6 I 

Sym~l o 
0"5 

Re L 
M 

0-4 pw(/~) zo 30 40 so 6o 70 so 

o / 
0.3 - Equation 4( ')b X ~ t X / ~  .. 

i,t and z nd te rm,~  ~ / ~ ~ tern 

0"2 - / ~ o ~  ~ /  

X / + ~  + X  ~ "~ " " I I 

0 .1 -  ~ X 

0 I I I 
0 0-1 0.2 0-3 

2_ 

Dependence of induced-pressure parameter on local Reynolds number for 30 deg cone. 

33 



P - P l c  

Plc 

0"2 

0"1 

- - 0 " 1  - 

- 0 " 2  - 

- - 0 ' 3  - 

- - 0 " 4  

0 

M o 

I',~,-- L ~ L ---~ 

I 

0 c = 30 a 
o Cone a lone  

x W i th  a f t e r b o d y _  

? s-oz..<Mo~<z'z4 

FIG. 17. 

X 
I I I 

000 200 300 
ReL~ b a s e d  on cone l eng th  L 

Effect of adding afterbody to surface pressure at hole 6. 

/ L i m i t e d  degree of 
expansion at corner 

FIG. 18a. Possible flow in wake of model (cone and cone-cylinder). 

' ~resslon 

FIG. 18b. Alternative flow in base region (cone only). 

400 

34 



- I  

Vertical 

0 T 
L + 

! 
H= = 250p------ 

300 
350 ---. 

400 

4 5 0 ~  

Distance 

I T 2 i 

from cone base (inches) --250p 
Traverse posit ions shown 

~ -  300 thus T 
sso + 
400 

~ / 4 5 0  

/ 

S00 H, Approx M 
58O scale ~ ~--~-~ ~ ~ ~ 

( inches) $ 0 0 / f  ...-~ ~" : ~ - ~ : \ ~ \  ~ 560 
Edge of ~ / "  : : : ~ : : .  ~S\~.,, ,,. ~ s40 

_ . \ \  - ,  

central corel  / / / : . ~ : ~ / "  "~ ',\ . \ .  \ ~ ~'~ 500 520 
for empty ~-~ - - : - / ' / / ~ : '  .y )) - x : , ~ . \ \ \ \ ~  500 
n tunnel m ./~..~.i~~ ~'" .../.~-/~ ~ \ \ \  ' \  

- v  - - ' ~  I , . "  \ 4 8 0  

55u'~ . ' > ~ / ~ S  ~'---~-'~.--"- \ "- \ 440 

~ ~ . .  _ - - ~ - - - - -  ~ -  2~'~",~_~... soo 

/ s 
M= = 2'04 ~" _.~.SO0~-----------~---~400 

,~,,- ...<-<.~.. ~ ~ _ _ s s o  
J -  

° 

Approximate boundary-layer growth 

1"72 
I "79  

1"85 
1"92 
1 " 9 8  

2"04 
2'11 
2.17 

FIG. 19a. Wake field at 80# stream static pressure, showing contours of equal pitot pressure. 
Full lines are contours at 50# spacing. 



Distance from cone base ('inches) 
0 I Z 

Traverse posit ions --=-T T T 
100# 

I 0 0 # /  120 

Vet t ica I 
scale 

(inches) 

Mo-- ,?..05 
;;=,. 

pw= 30. 

- I  
120 1 

140 

140 1 
160 

160 ~ 

I 8 0 f / / j / -  ~ I - . .  " 190 

200" 11 1 / /  
210 i / 

200 

I 

HI 
22O 
20O 
180 

Shock for e c + g8 = 20(} / / i / /  ~ 2 0 0  

flow vlsualJsatlon ~ Jc" ~ ~  . . . . . . . . .  I?n 
at ,, - -  , \  . ~ Z < " - . ~ \ \ \  ~ ~ f40 

Approximate boundary-layer growth 

Approx M 

I.B7 
2.02 
2-18 

FIG. 19b. Wake field at 30p stream static pressure, showing contours of constant pitot pressure. 
Full lines are contours at 20# spacing. 



2-2 

Z. I  

2.0 

Approx 
M 

1"9 

t 8  

Io7 

o 

U 
o 

E o~ 
~--'O 

O O  

C 

x O  
bJ,o 

'< / / /  t 

,/ 

0 0.5 1.0 

/~ p ~ w  =80/z 

~,-o 
,'- O o ~ ~  

• ~ " -  o o 

~e~oo wod. .  ,., ,., 

• 5 2.0 2.5 
Distance from cone base (inches) 

FIG. 20a. Comparison of longitudinal Mach number variation for two test conditions. 
(Along lines AA'  in Figs. 19 (a & b) 0-8 in. above cone shoulder). 

Outer edge of boundary layer 

t 
pj 

C 

Hole 6 
t 

pc, (e  = 
, . . ,  , , / \ I'% 
u~splac~cl curve \ b  ~x- p f~c ---- 
for 0c= ~2 \ ' - -  cZ I O~z) 

FIG. 20b. Diagram of boundary-layer flow near cone shoulder. 

37 



Pb 

Pw 

0.5  

0"4 

0.3 

0.2 

0. B 

State A o 
State E x 

0 
l i t  

o 

0¢ = 15 0 

X O 

Kavenou,at r = 2/3 r b 

(I.92~ Mo~ 2.20 

0 100 200 Re L 300 

FIG. 21a. Base-pressure ratio for 15 deg cone. 

T__.~ t- 0.5u 

400 

Pb 
Pw 

0 .6  

0"5  

0"4 

0-3 

0.2 

0-1 

State A 

State E 
0 

X 

_.•_x 

} 

! 

- e  c = 300 

, 0 0 
~t 

X 

0 

X . ' ~ "  v 

, 

Kavenou,at  r =2 /3  r b 

(I.92 u .  2-2 ) 

IO0 

FIG. 2lb. 

200 Re L 300 

Base-pressure ratio for 30 deg cone. 

_3_ 
- y ± 0 . s u  

400 

38 



CDp 
(CDp)ic 

I - 7  

I -6  

I-5 

I-4 

I -3 

I -2 

I . I  

1.0 
0 

% 

~'~_ ee o,0/~",, .% 

\ 

O : 30 s 

100 200 Re L 300 4 0 0  

--o--- Experiment 
--x'--" ( I" 92,.<Mo~< 2"24 ") 

Corrected for pressure 
gradient e f f ec t s  at  
highdr values of Re L 

. . . .  L inear theory  

COp G 

FIG. 22. Increase in pressure drag due to viscous effects. 

P-P,c 
P,¢  

0-5 

0"4 

0"3 

0"2 

0"1 

--0-! 

--0'2 

FIG. 23a. 

I I I l 

B C D 0c= |5* 

E 

A" "~\ 
\ 

\ 
\ 

Mo= 2.17, pw= 40iu 3 ReL-- 215 
State A B C D E 

(0 .9 )  ~.3 ,3-8 ,8-6 ~3.0 

C3-64) 0.3s 0-24 oz8 o.m4 T 

, I I I I 

0 0"2 0"4x/L  0-6 0-8 

\ 

Effect of tip truncation on cone-surface pressures. 

-0 

39 



4 ~  

P-Plc 

P i c  

0"5 

0 " 4  

0o3 

0"Z 

0"1 

0 

-0 -1  

-0"Z 

I t 1 I 

8 ¢ = | 5  ° 

B C D 

E 

\ - 

\ 

\ 

Mo=Z' l l ,  Pw=70 # ~ ReL=550 

m State A B C D E 

Re T ( I -4 )  15-2 22-5 30-5 57"5 
K T (2-28) 0-2| 0-14 0-11 0-08 

I i f f 
0 0-2 0-4 0"6 0"8 

× / L  

FIG. 23b. Effect of tip truncation on cone-surface 
pressures. 

"0 

0.51 I 
Tip posit ions 

0.4 C D E  

I I 

~c =30° 

0-3 

0-2 

P -  Plc 

Plc 
O.i 

- 0 . 1  

-0"2 
0 

A\\< E 

M 0 = Z.17~Po=40/.t J RcL=Z I5  
S~cot¢ A B C D E 
Re T (0'9)20"3 3&' 39"9 50"Z 

K T (3.64)0"6 0"ll @08 0"07 

symbol / "  ~ • + 
1 I I 

0-Z 0-4 0.6 x/L 0-8 

\ 
\ 
\ 
\ 

I-0 

FIG. 24a. Effect of tip truncation on cone-surface 
pressures. 



0.5 

0 .4  

0 -3  

0-2 
P - Pic 

Pie 

0"i 

- 0 ° 1  

I I I I 
8 c = 30 o 

M o = 2"11, Po = 7 0 F '  RCL = 350 
State A B C D E 
Symbol tin" x A + 13 
R,T ( I . 4 )  33.4 49.5 65-6 8Z.6 

K T  2.28) ,o 0.06 o 0 ,  o04  

\ 
\ 
\ 

Tip positions \ 

i~CDE 

- 0 " 2  
0 

FIG. 24b. 

I I I I 
0-Z 0 .4  0"6 0-8 

x/t_ 

Effect of  tip t runcat ion on cone-surface 
pressures. 

1.0 

0-5  R l 

0 . 4 -  

I ~: lp 

0 - 3 -  

P-- Plc 
P|c 

O-Z . . . . . .  ~ 

o 

A 

O- 

A 
/ 

0 

I I I 

Pw =40/'t ] 

~Q-- Pw=40~ 
o o 

- -  .~  --~ Pw=70~ 
-q 

B C D E / 
/ 

0.1 0-2 0.3 
Tip Jcruncation ~inches) 

FIG. 25. Influence of  cone angle on pressure 
changes occur ing at hole 2 as the t runcat ion 

increases. 

=15 ° 

8c = 300 



4~ 
t~J 

P -,Pie 
Plc 

0"5] 

0-4 

0.3 

0. Z 

0.1 

0 
0 

I s t "  I ~ , I j ~C__15 ° , 

t e rm curve from Fi 9 16(a) 
which lies on or below most ~ ~ 
pointed -cone data. / o 

. e / 4 ~  Ploi. ,y.boi~ p.-40~.%~z.,7.~.e z,s 
J Flagged symbols pw=70/~,Mo=Z. Ii ,ReL= 350 

J S ~  B C D E - 

Symbol x /~ + 13 

I I I I I 1 
0. I I 0-Z 0.5 

FIG. 26. Influence of nose bluntness  on  v i scous- induced  pressure increment  (Holes 1, 2 and 3 only). 



State A 

FIG. 27. 

State E 

Argon afterglow photographs of flow about sharp and blunt cones with 0, = 30 deg at a stream 
pressure of about 25# (Model withdrawn downstream of skirt exit plane). 
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